


Several groups of users will be identified, who typically can be distinguished during the emergency 
response such as firemen, injured people, etc.  

�x Define rules for navigation for different users such as: 
o Firemen: identifying entering spots and routes utilizing ‘functional spaces’ such as 

windows, under such circumstances when doors are no longer available due to fire or 
walls, based on the imbedded attributes, that can be broken by the firemen, as ‘functional 
spaces’ and as entering spots. 

o Blind or disturbed vision (smoke areas, physical disability)  

The tasks of this project period (until 2018) focus on investigating to which extent the FSS can be obtained 
from low level input 3D mesh or point clouds.   

�x  Use a 3D indoor mesh with a low level of semantics (e.g. cleaned and processed mesh with indoor 
objects) as input data.  

�x Development of an algorithm to subtract the R-Spaces (free)   
�x  Investigation of necessary semantic enrichment to properly generate the F-Spaces (functional).  
�x Testing navigation scenarios on the resulting FSS.  

Summary of results 

3D indoor mesh with a low level of semantics (e.g. cleaned and processed mesh with indoor 
objects) as input data.  

To investigate what kind of semantic can be obtained at different stages of data collection we have 
completed the following activities:  

�x Scanning the indoor of the F+R NSW building in Orchard Hill, Sydney with three different laser 
scanners Leica C5 (Figure 1), BLK 360 (Figure 2) and Zeb Revo (Figure 3). 

�x Scanning the outdoor environment of F&R NSW photogrammetrically, using a drone.  
�x Processing the data and obtaining one complete point cloud  
�x Investigating approaches for data structuring  
�x Investigating approaches and software for point cloud data management   

 

Figure 1: Indoor/outdoor scanning using Leica C5 

















Testing navigation scenarios on the resulting FSS.  
In order to be able to test navigation scenarios, the extraction of navigation network needs to be 
considered first. Therefore, our first step to address this part was to investigate the possible networks 
that can result from the FSS outputs obtained throughout our tests. At this stage, it leaves us with two 
possible networks: 

�x A simple network simply relying on the (empty) rooms and their functions 
�x A more advanced network that avoid the obstacles by using refined R-Spaces 

 

 

Figure 13: Navigation network from the regular room spaces (top) and the R-Spaces (bottom).  
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Figure 16: Identification of navigable indoor and outdoor space (white – indoor space; light brown – semi-indoor; blue – semi-
outdoor; purple - outdoor) 

Milestones 

�x Structuring of Indoor Information: partially completed 
�x Space subdivision FSS: algorithms for automatic subdivision of BIM-like mesh models are 

completed 
�x Paths for navigation for different users (November 2018): 



�x Tools for importing BIM model in RDMS (PostGIS) 
�x Database schema for IndoorGML-LADM and corresponding implementation  
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